
Language Models Meet Anomaly Detection for 
Better Interpretability and Generalizability

New workshop

Open Questions: 

Closed Questions: 

1) Is the case normal? Yes./No. (2)
2) Please describe the condition of the brain. 
     It’s + category. (8 anomalies + 1 normal brain)
1) Can you comment on the severity of the pathology? 
     Clinically irrelevant. / Potentially clinically relevant. / Clinically relevant. / 
     Not applicable. (4)

Are there any false positives in the anomaly maps? 

Describe the areas in the images highlighted in the anomaly map?

Is the PH a plausible restoration of the input? 

Do the anomaly maps accurately reflect the selected disease? 
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Why UAD + LMs?

Lack of Interpretability: 

Traditional UAD models create anomaly maps but do not 

explain the findings, leaving clinicians with a limited 

understanding of what the anomalies represent.

Why LMs + UAD?

Need for Generalizability: 

Existing models struggle to detect unseen anomalies 

(open-set anomalies), which is critical for real-world 

applications in medical diagnostics.

Knowledge Querying Transformer (KQ-Former): 

Aligns visual and textual features, improving anomaly map 

interpretability and detection accuracy.

How?

Multi-Image Visual Question Answering (VQA): 

The model processes multiple types of images (original, 

anomaly map, and pseudo-healthy reconstruction) to 

answer questions and explain the detected anomalies.

K
n
o
w
n

u
n
kn
o
w
n

Dataset

Methodology

Results: UAD + LMs LMs + UAD
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Can we utilize LMs to help explain UAD?

Anomaly Maps enhance VQA performance

Positive and Negative Visualizations of Our Framework
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Integrating LMs 
with UAD enhances 
interpretability and 
the detection of 
unseen anomalies.

Takeaway

Highest Entailment Ratio in Our Framework
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